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FOREWORD

As naval operations move into littoral environments and address Tactical Ballistic Mis-
siles Defense (TBMD), the demand for shipboard sensor reources will increase significantly.
Furthermore, threat trends indicate that the conditions under which hostile targets can be
engaged succemsuly are becoming more difficult to achieve. In contrast to addressing these
challenging problems by focusing on the procurement of more information through more
efficient hardware and signal processing or additional sensors, this report focuses on the effi-
cient utilization of the sensor information through modern tracking algorithms with adaptive
revisit times of a phased array radar. This adaptive tracking technology is presented in the
form of a benchmark problem.

a • While the problem of tracking maneuvering targets has been studied extensively, the 0
authors were the first to define in the literature standard problems that could be used for
comparison and evaluation of tracking algorithms. The lack of benchmark problems has hin-
dered the progress of the target tracking community with respect to individual applications
of research to many "real world' problems. Thus, many researche. -and their solutions have
not been considered during the development and demonstration of systems with advanced
technology. In order to address this lack of benchmark problems, the authors organized
invited sessions at the 1994 and 1995 American Control Conferences and invited researchers
to present solutions to benchmark problems. The benchmark problems included many real
world issues such as finite sensor resolution, track initiation, beam pointing control, false
alarms, and Electronic Counter Measures (ECM). The benchmark problem presented in
this report was developed from the lessons learned at the American Control Conferences.
A computer program that will simulate the adaptive tracking of maneuvering targets as
a benchmark problem is included on a diskette so that other researchers can implement
and evaluate their algorithm with minimal effort. This benchmark has been accomplished
through funding from the NSWCDD In-house Laboratory Independent Research (ILIR) Pro-
gram sponsored by the Office of Naval Research.

This report has been reviewed by Dr. T. R. Rice, Technical Lead, Target Tracking and
Signal Processing; and R. N. Cain, Head, Combat Systems Technology Group.
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Approved by:
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CHAPTER 1I

EITRODUCTIONV

*While the problem of tracking maneuvering targets has been studied extensively 11-51,
no standard or benchmark problems had been identified in the literature for comparison

* and evaluation of proposed algorithms until (6,7). While design objectives, operating condi-
tions, and system constraints differ significantly between tracking problems, clearly defined
benchmark problems in the areas of target tracking such as data association, multiple target
tracking, and tracking maneuvering targets have been found to be very helpful in the assess-
rrent and comparison of existing algorithms. The lack of benchmark problems has hindered
the progress of the target tracking community with respect to many "real-world" problems,
and thus, many researchers and their solutions have been omitted from consideration during
the development and demonstration of systems with advanced technology.

The first benchmark 16] included many of the features of an actual phased array radar* *
and realistic scenrios as well as many of the restrictions that occur in a "real-world" en-
vironment. The testbed simulation for the first benchmark problem included the effects of
target amplitude fluctuations, bearnshape, missed detections, finite sensor resolution, tar-
get maneuvers, and track loss. The tracking requirements were specified in terms of limits '
on the position and maneuverability of the targets rather than by a set of scenarios. The
"*best" tracking algorithm was determined to be the one that minimized the average number
of radar dwells while satisfying a constraint of 4 percent on the maximum number of lost
tracks. Using a filter performance criterion based on system performance helped to focusf
the efforts of the researchers onto those issues that are important to the system designers
and, thus, illustrated the benefits of modern tracking (i.e., data processing) through the
benchmark. However, the benchmark of 161 did not include False Alarms (FAs) (i.e., false
detections) or Electronic Counter Measures (ECM), which are two critical elements of any
"real-world" tracking problem (8,91. While parameter control and tracking in the presence
of fals alarms wa, considered for a phased arry radar in [10], no standard problem was
available to the authors to assess the performance of their new techniques relative to other
existing techniques..

This report extenids the bendimrnk of [6) tW include the effects of FAs and ECM.' The
inclusion of FAs is accompanied with multiple radar waveforms so that the waveform. energy

1 W~hie this report has the some objective se [7], thsreport and the covrreponding simulation program
indude rsany improvemet ova th of (7].

1-IF
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Figure 1.1 Illustration of Beam Pointing Control of a Phased Array Radar

can be coordinated with the tracking algorithm. The ECM includes Range Gate Pull Off
(RGPO) on the target and a Standoff Jammer (SOJ) broadcasting wideband noise. Figure
1.1 gives an illustration of the problem, where the helicopter is a SOJ and the dotted aircraft
illustrates the effects of a RGPO. If the pointing of the radar beam, denoted by the straight
solid lines, is bad, the target will not be detected. For this benchmark the "best" tracking
algorithm is the one that minimizes a weighted average of the radar energy and radar time,
while satisfying a constraint of 4% on the maximum number of lost tracks.

Figure 1.2 shows a block diagram of the MATLAB 2 simulation program for the bench-
mark, while additional documentation on the use of the simulation program is given in
Appendix B. Each benchmrk participant codes his tracking algorithm in the block entitled i
"Tracking Algorithm," which is given the range, bearing, and elevation of the initial detec- .
tion of the target. For each experiment, the tracking errors, radar energy, and radar time
are saved. After the las experiment of the Monte Carlo simulation, the average tracking ,
errors, average radar energy per second, and average radar time per second3 are computed

for maintained tracks and the percent of lost tracks is also computed. A constraint of 4%
is to be imposed on the number of lost tracks. A track is considered lost if the distance
between the true target position and the target position estimate exceeds one beamwidth in
angle or 1.5 range gates. When FAs and ECM are present in an actual radar system, algo-
rithms for reacquiring the target and "coasting" the target tracks through jamming signals
are required in order to maintain a track. However, in this benchmark problem, the SOJ
power is limited so that the it can be defeated with one of the higher energy waveforms.4

2 MATLAB is a trademark of The MathWorks, Inc., Natick, MA.

3 This inversely proportional to the average ample period. More details on this we given in Chapter 6.
4 This rutrictio is made to Limit the scope of the problem and reduce the problems asociated with

dedlawing a track a kit.
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Since track initiation is very expensive with respect to radar time and energy, the emphasis
of this benchmark is on maintaining tracks with an allowance for track reacquisition within
a few radar dwells.5

The radar mode! simulation includes the effects of target amplitude fluctuations,
beamshape, missed detections, finite resolution, FAs, an SOJ, and RGPO. The radar per-
forms search dwells, monopulse track dwells, and monopulse passive dwells. Eight radar
waveforms that differ primarily in the pulse length are available for control (i.e., selection)
from the tracking (and radar management) algorithm. Since a waveform with a longer pulse
length provides a higher Signal-to-Noise Ratio (SNR) at the cost of more radar energy, the
proper coordination of the waveform selection with the tracking algorithm is an important
"real-world" issue to be addressed by each participant. For example, a higher target SNR
results in fewer FAs at a cost of more radar energy. RGPO and standoff jamming in the 0
mainlobe and sidelobes are included in the benchmark problem. In RGPO, the target under
track repeats with delay the radar pulse to pull the radar range gate off the target so that no
detection of the true target will occur. The time delay is controlled so that the false target,
is separated from the target with linear or quadratic motion. For tracking an SOJ, passive
measurements of the jammer position (i.e., angle only) are. provided by the radar at the 0
request of the tracking algorithm, with bearing and elevation angles for pointing. Thus, the
tracking algorithm will be required to track one target and one jammer. When the jammer
is in the inainlobe of the radar beam pattern, the target return will be corrupted or hidden
by the jammer signal. When the jammer is in one of the sidelobes, the SNR for the target
will be reduced. The initial bearing and elevation of the jammer will be given to the tracking 0 0
algorithm.

The targets exhibit Radar Cross Section (RCS) fluctuations according to the Swerling 3
type and perform as much as 7 g of lateral acceleration and 2 g of longitudinal %cceleration.
Target range can vary from 20 to 100 kin, while the target elevation angle can vary from 20
to 30*. Since only one face of the phased array radar if used, the bearing (or azimuth) of the
target will be confined to --60*. The average RCSs of the targets are large enough so that
an average SNR of 18 dB is achievable with the highest energy waveform. The SOJ remains
at ranges near 150 kmi and performs less than 2 g of acceleration.

Results of Previous Benchmark Efforts

An invited session was organized at the 1994 American Control Conference (ACC) with
the first benchmark as the theme for the session. The benchmark problem was presented,
along with four different approaches to the problem. The results of the invited session [11-13]
and other studies such as 1141 provided relative comparisons of different tracking algorithms
on the first benchmark. The a - , filter provided an average sample period of 0.85 s, while

5 Reacquisition is allowed if it can be accomplished before the estimation errors exceed the criteria for a

track being considered lost.

1-4
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a standard Kalman filter with a nearly constant velocity motion model provided an average
sample period of about 1 s. Thus, for an erder of magnitude increase in computations,
the Kalman filter provided only an 20% increase in the average sample period. A two- 0
model Interacting Multiple Model (IMM) algorithm provided an average sample period of
1.3 s, while a three-model IMM algorithm provided an average sample period of 1.5 s.
Incorporating adaptive revisit times with a three-model IMM algorithm provided an average
sample period of 2.3 s, for about 1.6 orders of magnitude increase in computations relative to
the o -,6 filter. An H-Infinity filter solution was originally included in the invited session at S
the 1994 ACC, but the authors withdrew the paper when they concluded that the H-Infinity
filter provided no significant advantage over the Kalman filte. [15].

The panel discussion held during the invited session at the 1994 ACC revealed the im-
portance of tracking maneuvering targets in the presence of ECM. Thus, a second invited 0
session was organized for the 1995 ACC with a new benchmark [7] that included f; 'se alarms
and ECM. However, the difficulty of the new benchmark, discrepancies in the calculation
of the radar energy, and deficiencies in the simulation program resulted in no quantitative
results for comparison of the performances of the different algorithms. Qualitatively, the
IMM algorithm and Multiple Hypotheses Tracking (MHT) yielded comparable results, with 0
the MHT algorithm being 1 to 2 orders of magnitude costlier in computations.

Many of the deficiencies associated with the benchmark pri' blem at the 1995 ACC were
corrected to produce the benchmark problem described in this report. Reference 116] presents
an IMMPDAF solution to this benchmark problem, while [17) presents an adaptive Kalman 0
filter solution. The adaptive Kalman filter provided an average sample period near 1 8, while
the IMMPDAF provided an average sample period near 2 s. The adaptive Kalman filter
also required about 30% more energy than the IMMPDAF. To date, no results for MHT are.
available to assess its performance relative to these two solutions.

Organization of the Report

This report is organized as follows. Chapter 2 describes the radar model, while Chapter 3
discusses the SOJ and RGPO. The target trajectories are presented in Chapter 4, along
with the average RCS for each target and the timing for the use of the R(PO. Chapter 5
discusses the inputs and outputs of the tracking algorithm. The criteria for evaluating the
performance of the tracking algorithm are given in Chapter 6, and concluding remarks are
given ii, Chapter 7.

00
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CHAPTER 2

RADAR MODEL

The radar is a 4 GHz phased array using amplitude-comparison monopulse with uniform
illumination across the array, Each radar dwell consists of one phase/frequency discrete-
coded pulse [18). The range gate is approximately 1575 meters for a track dwell and 10 km
for a search dwell, wi.b the number of range bins varying from 70 to 444 depending upon the
waveform and dweil I.ype. The radar beam is quasi-circular with the beamwidth increasing
as the beam is steered off the broadside direction. The radar beam has a 3 dB beamnnidth
of Ow = 2.40 on broadside (i.e., normal to the face of the array) and 19,9w = 4.50 at a
broadside angle of 600. The two-way radar beam has a 3 dB bearnwidth of 6BW = 1.60
on broadside and ODW = 3.20 at a broadside angle of 60°. The beam is pointed to the
commanded direction at the next available sample period since the target trajectories are
stored in the data file at 20 Hz. The minimum time period between sets of radar dwells is j
restricted to 0.1 s (i.e., 10 Hz). A set of radar dwells may consist of as many as five dwells
that are requested simultaneously by the tracking algorithm. Each radar dwell requires 0.001
s of radar time to be accomplished. However, fer the purposes of simulation, all of the dwells
in a set are modeled as occurring at the same instant of time with respect to the target state.
For a given detection threshold selected by the participant's radar management algorithm,
the radar mode! will return, for each detection i of each dwell of the set, the following: the
SNR Wk, bearing monopulse ratio rb, elevation monopulse ratio rr, and range A, where
k denotes the dwell time, which is assumed to be equal for all dwells in the set. The sum
and difference channels used to produce the angular measurements are corrupted with white

Gaussian errors. Note that the errors in the monopulse ratio are not purely Gaussian. .
Basic Radar Equation

The basic radar equation for a single pulse and target at range R is given in [191 as
PtG,A, t'F,`aooJ~e(

P, - 4r3, (2.1)

2-1
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where

P,= Received power from the target

Ps Transmitter power
Gi= Transmitter antenna gain in the direction of the target

0,. = Receiver antenna gain in the direction of the target

A = Transmit wavelength
F,= Transmitter propagation factor

F,. = Receiver propagation factor

ao= Target RCS I
Lit= Total losses for the radar system

Gt,~(R) = Sensitivity Time Control (STC) gain

STO is employed to prevent saturation of the receiver by close-in scattering and to prevent
short-range detection of objects with a small RCS. For this benchmark, the STC gain is
defined as J 1, R :Rt

Gst,(R) = ( V R R(2.2)

(-A-) , R < RIRg.
where R,1, 30 km. The antenna gain along the boresight of the beam is computed in terms

of the number of elements assuming half-wavelength separation distance between elements.I

Note thM the gain becomes wavelength independent in this approximation. The effective

AeCA (2.3)
where CA is the aperture efficiency, and A =L 8LW is the actual are for array dimensions
L. and L.. The gain is given by

4irAe = 1A0

4 1CA (NZANVA)
A2Y 2 2/

TCANxN1 (2.4)

where N, and N. are the number of array elements in a particular dimension. In this
benchmark, 55 elements per array side is assumed along with an aperture efficiency of 0.5.
Thus, Gt (3G, = 36.8 dB for perfect beam pointing.

The noise power is given by
P, koToB*Fn (2.5)

2-2
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where

B= loltzmann constant

To = Reference temperature

B. = Noise bandwidth

F. = Receiver noise figure

The uncompressed (i.e., no phase/frequency coding) SNR R* is given by

" PIGGA2 F2F,?O'O (1 \(cG•''R) )(2.6)
(41r)1Ljj k kToBF) 'R4

For a radar with a given Pj, the SNR at the output of the ma,.tched filter can be increased
by extending the length of the radar pulse. In order to achieve good range resolution with a
long pulse, pulse compression is used. In discrete-coded pulse compreesion, the pulse width,
,r,, is composed of N5 subpulses of width rs (i.e., r, = NSrs), where each subpulse is coded
with frequency and/or phase. For this benchmark problem, the radar waveform is biphase

coded [18]. The subpulse width rS is assumed to be equal to the compressed pulse width
,r, and, thus, rt" defines the receiver bandwidth of the compressed pulse B.. Modeling the
compressed pulse as coherently integrated Ns subpulses, the output SNR for the compressed
pulse is given by

- (4) 3 Lgt GkToF3.) / R4 (2.7)

Assuming an RCS of one square meter and the radar parameters of Table 2.1, the radar
equation can be simplified to

RO =refl GncR)(2.8)
where flo = 257.6 dB. For each of the eight waveforms and a one-square-meter target, the

SNRs at 100 km were calculated using (2.8). The results are summarised in Table 2.2, where •
Ar = 0.6Crs is the resolution of each pulse, with c being the speed of light.

The RCS of the target will be modeled as Swerling 3 type, where the density function for
the RCS is given by 4

( u) exp [-- ] (2.9)

with the average RCS (i.e., a.,,) varying between target scenarios. The cumulative distri-
but;,- function of the radar cross section is given by

F(lo)-P{0:5 a< < ,}=---(1+ !!.O0) exp (2.10)

2-3



NSWCDD/TR-96/10

Table 2.1 Radar Parameters .

A PI MW (60 dBW •
GI,Gr 4752 (•36._8- dB). L

S~7.5 cm (-11.2 dB)..
FX, Fr (0 d.B) "
Ltvt 144.5 (21.6 dB)t
ko 1.38 ,, 10-' J/K (-228.6 dB) -..

(4,,)• ~1984.4 (33 dB)
T,290 K (24. dB)

Table 2.2 Waveform Parameters

~~~~~ N. S)NArm R0 100 km (dB)

, 1 .&59 22.5 -
i ~2 2.25 152.'1

3 - 4-O0 ' 27 " 22.5 3.7
45'.85 39 22.5 5.3

5 11.70 7 22.5 8.3
6 23.40 156 22.5 11.3

746.8 78 90 14.3
8 93.6 156 90 17.3

I ~Since Fla0) is uniformly distributed between 0 and 1, a s"nple or observation of the RCS

' can be computed by solving

S1 + • e p 0 1-0 (2.11)

] where z is a random number that is uniformly distributed between 0 and 1.

'• The power received from the SOJ is given by

Prj =PjG( B (2.12)

Q ~where

P fi =Jammer power at the radar

G,i = Radar receiver antenna gain in the direction of jammer

Q ~B, = Effective bandwidth of the radar receive filters•

Bi = Effective bandwidth of the jammer emission

2--4
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For this benchmark, the SOJ power Pi will be a multiplicative factor of 'he noise power with

Bi > B,. Thus,

)Gr,G.s.c(Rc,,) (2.13)P) = "0o\ 1€/'

where 70o = 8 will be fixed during the benchmark, Gg, (P.,) is the STC gain evaluated at
the center range bin of the active dwells and at unity on pas-;.v- dwells.

Range Measurements

The range is computed as the range bin value that is closest to the true range in order
to eliminate the need for processing adjacent bins for detection. Also, since the targets are
assumed to be points in space and no interpolation between bins is performed, the discrete
coding results in range measurements with errors that are uniformly distributed and defined
by the bin resolution (i.e., independent of SNR).

0
The center of the range gate is placed at the predicted range fk provided by the tracking

algorithm. The range measurement is computed as follows. The prediction error in range is
given by

rt =/lt -4 (2.14)

where Jk is the true range of the target at time k. If IN > 775 m, then a missed detection
occurs and none of the measurements that are returned will include the target. If the target
is in the range gate, the range measurement is given by

rk:" Ar rd Pkr + (k2.15)

where Ar is specified in Table 2.2 for each waveform and rd(.] denotes the nearest integer.
The range of an FA is assigned to that range of the bin in which it occurs.

a!
Antenna Gain Patterns

The array consists of 3025 individual elements (i.e., 55 elements in elevation and bearing)
with cosine illumination and half-power beamwidth of 140*. The broadside of the array is
directed at 0* bearing and 15* elevation. The normalized voltage patterns (20J are defined by
V.'Ea, 9k), the voltage pattern in elevation pointed at 1k and target at EL, and V,(BI, 1k),

the voltage pattern in bearing pointed at Ih and target at B1, and are given by

V.(EL, h) _!__ s sin(Nb2) sin(b1 + 0.5w) sin(bi - 0.5ir)(
4(1.43) Nsin(b2) 1 1 +0 +.S b -. )

2-5
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B 1 k(•,•,,)= ,r sin(0a2) sin(al +o.5,) +sin(l -0.57r1 (2.17)..
4(1.43) Nsin(a 2) a + 0.5w + al - 0.5r)

where

al = 0.25 sin(Bk) (2.18)

a2 = 0.5W sin(BI) - sin(&&) (2.19)

b = 0.25 sin(E4 -c,) (2.20)

b = 0.5f [sin(Ek - eb) - sin(ib - ej)] (2.21)

N = 55 (2.22)

eb = 15* (2.23) 0

The factor of 1.43 has been included to give a normalized sum channel voltage at boresight
for a broadside angle of 0*.

Channel Voltages

The received voltage will be related to the received power as V, = v'2P. In search or track
mode, the sum voltage at time k, sk, is composed of the in-phase and quadrature portions.
The in-phase and quadrature components of the sum voltage ak normalized by the receiver

Snoise is given by

S 6k =rk(Erk)' cmos + k co4V + N(O, 1) (2.24)
4 *Q8 -rk(Ek)' .sino + rqEr sinqj + N(0, 1) (2.25)

where

Wr -1) (2.26) 0

17j ý_-oG...(R~) [N2(0, 1) + N2 (0, 1)] (2.27)

- V(4-a/.2 2  - 130.2 dB (2.28) J
El - 9I(r., ,9 ) + 9 O(-R'.,9p) + Wj(9., -4.) + t•(-,, -0,') (2.29)
E - 01(08, Sl,) + ,1(-O, 6,) +,9(9.,.-e.,) + ,•(-#,,.-Ge,) (2.30)

* - Z'Y [V. (El,9k+x) Vb(BL, Sh+ y)] (2.31)

0i(ZY) M [V .(E•, 9k + Vb)(Bj, l + y)] (2.32)
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, 0## e.0/ o•( &- e) (2.33) A l;
bo,= lt O/COs (2.34)

,= Pulse length

= Phase of the voltage of the target return

q= Phase of the voltage of the SOJ

B'= Beang of the SOJ t time k

E= Elevation of the SOJ at time k

Both O', and OkI are independent and uniformly distributed between 0 and 2ir. The

Ge. and 06 denote the squint anglesO in elevation and bearing, respectively, where

O..o = 0.90 = 15.7 mrad. Also, N(O, 1) denotes a Gaussian random variable with zero mean

and unity variance. Let

(.1)2 = (.1)2 + (84k) 2  (2.35)

Then the observed SNR is computed by Rk = 0.5(4)2. 0

Eqs. (2.24) through (2.34) are used to compute a measurement for each range bin by
setting r, = 0 for the bins that do not include the target. The passive measurements are
obtained by setting r, -0 and G0,g = 1 for all range bins. The observed SNR NRk and range 0

r4 are returned for every range bin i with Rk > h, where Rr, is specified by the tracking
algorithm for the dwell set at time k. In other words, a measurement is returned for range

bin i if Rk > Oi'. Thus, the probability of an FA P1. is specified by the tracking algorithm.
The amplitudes of the FAs are Rayleigh distributed with parameter vfo(Ej)'G.ftR) + I.
Since the passive measurements are obtained by setting r, - 0 and G,$, = I for all range

bins, the amplitude of the measurements of a pass -- dwell will be Rayleigh distributed with

parameter 7O(Ej) 2 + 1.

Figure 2.1 shows the one-way beamwidth Oew or e sum channel versus the off-broadside
angle, which is the angle between the boresight of the beam and a vector orthogon&J (i.e.,
normal) to the face of the array. The broadside angle is treated independently in elevation

and bearing. The one-way beamwidth is the angle between the two half-power points on 0
the sum channel beam. The one-way beamwidth varies from 2.4* at broadside to 4.5* at a
broadside angle of WO. The two-way beamwidth varies from 1.68 at broadside to 3.2 at a
broadside angle of 60". Figure 2.2 shows the normalized antenna gain versus the off-broadside

4 Note that the squint angles we usually fixed with respect to the off-btoadside angle. The squint angles
have been vY"ed with th,' 4-broadmsde angle to increase the minimum monopulse error slope.
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angle, where the gain has been normalized by the gain at broadside. Thus, antenna gains 4
OG and G, are decreased by 0.4 dB at a broadside angle of 600.

The difference voltages in elevation d% and bearing d4k have in-phase and quadrature

componentb. The in-phase and quadrature components of t and 4 are written as .

41 r' El [C8(9,,.,) + *V(s,,, -9?,)- T(-e,,91',)- *'1(-9.,, -9',)] 'ICOS

+ & i,.m(8,fa1,) + * (9, -9?, -b(-9: , u) "f (-O.,.-O.,", coso

+ N(0,1) (2.36)

dq, k rkE E,& , ef) + l(e,, -as,) - *'(-9 ,? 8,) - if(-9:,, -9.,)] sino

+ i, k ('.,, 0.) + :(9,,,-9O,) - *j(-9.,, a,) - *j(-9:,, -8?,)] sin#

+N(O, 1) (2.37)

+ r7E [*'(f,. -,) + 'k(-r,,90,) - 'i(,,-e?, - *k(-r,,, O.sf,] cote

+ N(0, 1) (2.38)
S= rIri [9.(9q,9,) e.+ 'PI(-9:,, 9,) - •i ,-9.,) - •i'(--9,, -9?,)] sinai

+ - -[,I~9 .,. 9.,) + b'(-9.,. 9.,)- ,•( .,.-9?,)- b(-9.,.-9.,] , ,

+ N(O, 1) (2.39)

where the received errors in the difference channels have been modeled as independent of the

receiver errors in the sum channel. Passive measurements are generated by setting q• o.

Monopulse Processing

Monopulse processing is a simultaneous lobing technique for determining the angular

location of a source of radiation or of a "target" that reflects part of the energy incident

upon it [211. The monopulse ratio is formed by the (complex) division of the difference-

clannel voltage phasor by the sum-channel voltage phasor. Monopulse ratios are formed

separately for the elevation and bearing directions of arrival. For every active or passive

track dwell, monopulse ratios are returned for every measurement with an amplitude that •

exceeds the specified detection threshold RWI&. The monopulse ratios are then used to estimate

the monopulse error function value i7 for determining the measured direction of arrival.

The processing of monopulse ratios will be considered as in Appendix A for (i) target only

measurements, (ii) SOJ only, and (iii) target in the presence of the SOJ within the mainlobe •

of the antenna pattern.

2-8
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The monopulse error function at broadside is shown in Figure 2.3 along with the commonly

used linear approximation to the monopulse error function, which is given by

17 f k, -8DW <a < OBW (2.40)

where k. is the average monopulse error slope for -0.5 9 BW < 0 < 0.5 OBW. Figure 2.4 k..,
shows the monopulse error slopes versus the off-broadside angle. Since the squint angles are

increased with the broadside angle, the monopulse error slope k. achieves a minimum of •

24 rad- 1 rather than 12 rad-1 if the squint angles had been fixed at their boresight values.

Since the standard deviations of the angle measurements are inversely proportional to k.,

maintaining a higher k. provides more accurate measurements at the off-broadside angles.

The monopulse ratios in elevation and bearing are computed as

r Ikdf'k + Q&,Qk- (2.41)
(4)2 + (I)

-~ ~ Q ~I~ Qk4 k(.2

(a k)2 + ($40 
(242

When detecting a single target, the Directions-Of-Arrival (DOA) estimates in elevation

ik and bearing 1'6 are given by

it L re k> 3dM (2.43)

id ... (+ -)rI Rk > 3dB (2.44)

Using the linear approximation for the monopulse error function gives the measurements of

elevation and bearing as

S= ak + (2.45)

bIk + (2.46)

where

volt= f 48 co..(•. - e•) volt .rad (2.47)

volt

volt rad (2.48)
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Figure 2.5 Typical Standard Deviations of the Measurements

and ik and b4 are the elevation and bearing pointing commands from the tracking algorithm.

Fatimates for the standard deviations of the measurements are given by '

k-V2 k +2k 4Rk Wk > 3dB (2.49)41 1 + to 0.

b?= = [1+ • 1 + J ' > 3 dB (2.50)

Note that (2.49) and (2.50) differ from the expression given in [21) for the standard deviation.

The variance expression in [21) is based on an assumption of lil - 1 and Rk > 12 dB, while 9
(2.49) and (2.50) are valid for rlj < 2 and Rk > 3 dB. Figure 2.5 gives the standard deviation

for various off-broadside steering angles and Rh = 15 and 20 dB with perfect pointing (i.e.,

Sff= 0). Note that Rh can vary rather significantly between consecutive measurements since

the targets have a RCS of Swerling 3 type.

When procesing the passive measurements of the SO J, the Jammer-to-Noise Ratio (JNR)

Jk can be estimated from N detections within a dwell according to

+- (2.51)
Nm-

2-12
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where I is the observed SNR of the range bin i at time k. The DOA estimates for the ' I
elevation and bearing of the SOJ are given by

i' = I + i j., J > 3 dB (2.52)

J4= 1 + >3 dB (2.53)

where

N "i

SEe., (2.54)
ESMI Wks

k~.. swaJk (2.53)

with rr" and rk denoting the monopulse ratio for range bin i at time k for the elevation
and beatring, respectively. The Pk' and P' are the minimum variance estimates of the means
of the monopulse ratios for elevation and bearing, respectively. Using (2.52) and (2.53) in
(2.45) and (2.46) provides the measured elevation and bearing of the SOJ. Estimates for the

standard deviations of the SOJ measurements are given by

-0.8 -

Pk lchm ]O I + X) , ] 0r.5 > 3 dB (2.57)
Nau 0,

When the target and the SOJ are in the mainlobe of the antenna pattern, the angular

location of the SOJ can be observed as discussed in (2.51) through (2.57) with a passive
dwell or an active dwell, where only the range bins that do not include the target are to •
be considered. Thus, the DOA estimates for the target in the presence of the SOJ in the
mainlobe are given by

"oli + eJ rk - L1 2+ I ke Rk > 2Jk + 2 (2.58)I 2 R~Jr~ [2RkJ
, + +2Rk J 2 *k J Rk >2Jk+2 (2.59)

where fJ and fJ are the minimum variance estimates of the means of the monopulse ratios
that do not include the target. Eqs. (2.58) and (2.59) indicate that if the observed SNR Rk is

2-13
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12 dB greater than the JNR JA, the effects of the SOJ can be ignored. Note that Jk should be

estimated on the active dwell since the SOJ power can fluctuate between consecutive radar

dwells. Using (2.58) and (2.59) in (2.45) and (2.46) provides the measured elevation and

bearing of the target in the presence of the jammer. EAtimates of the standard deviations of

the measurements are given by

k j+ 7 j[ + + ' \ 7;k + -rk (2.60)
& kt)[ 2R + A2.60AtttiiA 1 [ J+1[+ 1+ t() + 2r •"'('• + 1)2•°' 0

____ _ + - + + I) r- 2"R& (2.61)

where tt > 2Wk + 2. Eqs. (2.58) and 2.59) provide estimates of the DOAs of a target in the

presence of an SOJ and (2.60) and (2.61) provide estimates of the variance associated with

the DOA estimates. However, note that i/i and J have been used as known quantities. Then

a sufficiently large number of range bins should be used to estimate J and vi,. A reasonable

criteria for M is MJ > 18 dB. For example, an SOJ with J = 6 dB would require about 16

range bins.
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CHAPTER 3

ECM TECHNIQUES AND MODELING

The ECM for the benchmark involves the SOJ discussed in Chapter 2 and RGPO. The
times at which the SOJ and RGPO impact the trajectories are discussed in the next section.
The SOJ transmits broadband noise toward the radar and has the effect of increasing the
level of noise. However, since the SOJ noise enters the sum and difference channels with
the same phase, the DOA of the SOJ can be estimated with the monopulse ratios, where
the target amplitude is Rayleigh, since the SOJ noise is modeled as Gatssian. The SOJ .

flies an oval (race course) holding pattern in a clockwise direction at an altitude of 3.05 km
and speed of 168 m/s. The SOJ is approximately 150 km from the radar, and its trajectory
is shown in Figure 3.1. The aircraft flies straight and level for a period of approximately
40 s, upon which a 1.0-g turn is performed through a 180-degree heading change. Straight * .
and level, nonaccelerating flight is continued for another 40 a, where a second 1.0-g turn is
performed until the aircraft returns to its original position. Then the cycle starts again with
another 40 s of level flight maintained. The SOJ transmits broadband noise that impacts the
radar with power no more than -o times the receiver noise power, as discussed in Chapter 2. •,4
For this benchmark, -0 = 8. Thus, the SOJ will not completely hide a target and it can be I
defeated with a higher energy waveform in this benchmark. While the SOJ energy enters
into every radar dwell, the effects of the SOJ are, for the most part, negligible when it is not
in the mainlobe of the antenna pattern. Note that this is not the case for SOJs transmitting 0
a higher level of power.

In RGPO, the target under track repeats, with delay and amplification, the radar pulse
so as to pull the radar range gate off the target. The time delay is controlled so that the 4
false target is separated from the target with linear or quadratic motion. For the linear case,
the range of the false target with respect to the radar is expressed as

R1 ' -14 +V(tk - to) (3.1)

where MA is the range of the actual target, v.. is the rate of pull-off, tk is the time of the

radar dwell, and to is the initial reference time of the RGPO false target. For the quadratic

3-1
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Figure 3.1 Trajectory for SOJ

case, the range of the false target with respect to the radar is written as

,R'- le. + ~a,(tk _ £o)2 (3.2) 4

where a.0 is the acceleration of pull-off of the false target. The measurements of the ROPO
will be generated as those for the target with (2.26) modified according to

k ~ i..G 4 (4 (3.3)

where -1 is the amplification factor of the RGPO. However, when the times of arrival of the
target echo and the false target are less than the resolution of the radar, interference occurs. 4
For this benchmark, two returns are assumed to be resolved when their times of arrival differ

3-2
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by more than -. Thus, if
61R tf- R" I <1 (3.4) 0

the target and RGPO amplitudes are modified according to

=r 6  rI cos (2rck) (3.5)+ c I" r.i"

rr rf' + 1- rl c- (2rrc ) (3.6)

where C, = l- 4 with Of' being the phase of the false target signal, and c is the speed of

light. Note that the discrete coding of phase has been largely neglected in the modeling of

the interference of the two returns.

The RGPO is activated by a radar dwell on the target. Thus, RGPO reference times are

dependent on the dwell times of the radar. For the benchmark, RGPO will be activated

on the next pulse alter a time specified in the trajectory file. The reference time to will be
chosen as the dwell time tk minus a uniformly distributed random number between 0.1 and

0.5 ps. Thus, tk - to will be uniformly distributed between 0.1 and 0.5 ps. The amplification
factor -yI is chosen as a uniformly distributed number between 1 and 4. The rates for both

modes have been selected to yield a 2 km displacement in range of the false target in 20 s.

Thus, the pull-off rates are v =. = 100 m/s and a.. = 10 m/s2 .

Cover pulse is a RGPO technique that uses echoes without the waveform coding and 6

attempts to cover the actual target return. When cover pulse is used, a noncoherent detection

occurs. Typically the range resolution of the noncoherent detection is rather bad. For this

benchmark, cover pulse is not considered.

3-3

I



NSWCDD/TR-96/10

CHAPTER 4

TARGET TRAJECTORIES

The targets will exhibit RCS fluctuations according to the Swerling 3 type model and
perform as much as 7 g of lateral acceleration and 2 g of longitudinal acceleration. Target 4
range can vary from 20 to 120 kin, while the target elevation angle varies from 2* to 800.
Since only one radar face is used, the bearing of the target will be confined to *60*. The
average RCSs of the targets are large enough so that average SNRs of 18 dB are achievable

* with the highest energy waveform. The SOJ remains at ranges greater than 150 km and¶ performs less than 2 g of acceleration. The RGPO can be. employed only when the angle
between the target heading vector and radar range vector is within 180* ± W0. While six

* target trajectories are specified in this section, the tracking algorithm should be designed to
* • handle targets satisfying these general specifications.

The first target trajectory is shown in Figure 4.1 and represents a large aircraft, such
as a military cargo aircraft. From an initial range of 80 kin, the target flies on a constant
course with a speed of 290 m/s at an altitude of 1.26 km for the first minute. The aircraft
then performs a mild 2-g turn and continues on the new course for a period of 30 s, where a
3-g turn is made, and the aircraft flies away from the radar to a final range of 70 km. The
Vee is 4 m2 , RGPO starts after 15 and 40 s, and the SOJ is within 2 degrees of the target
Line-of-Sight (LOS) from 82 to 93 s.

The second target trajectory is shown in Figure 4.2 and represents a trajectory that
would be expected by a smaller, more maneuverable aircraft, such as a Learjet or other
similar high-performance commercial aircraft. Target 2 initializes at a range of 63 kin, a

* speed of 305 m/s, and an altitude of 4.57 km. The target performs a 2.5-g turn through 90
degrees of course change. After the turn, the target then descends gradually to an altitude
of approximately 3.05 km. A 4-g turn rolling out to straight and level flight is performed at
a constant speed of 305 m/s, and the trajectoiy ends near a range of 28 kin. The a,.. is

* 2 m2 ; RGPO starts after 12, 50, and 95 s; and the SOJ does not approach the target LOS.

4-1
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Figure 4.1 Trajectory for Target 1

The trajectories of Targets 3 and 4 are shown in Figures 4.3 sad 4.4 and represent medium
q bombers flying at high speeds with good maneuverability. Target 3 has an initial speed of 457 •

Irn/s and flies straight and level for the first 30 s, A 4-g turn is then performed through a 45-

: ~degree course change. Straight and level, nonaccelerating flight is continued for the next 30 s,

A second 4-.g turn through a 90-degree course change to straight sad level flight is performed
q while the aircraft decelerates to a speed of 274 rn/s. The o'.,* is 1.5 in2 ; ROPO starts after0

30, 100, and 130 5; and the SOJ does not approach the target LOS. Target 4 maintains a
speed of 251 rn/s and an altitude of 2.29 km for the first 30 s. A 4-g turn is performed

through a course change of 45 degrees. After another 30 s, a 8-g turn is performed as the
4 throttle is increased to full afterburner. The aircraft pitches up and climbs to an altitude of 0

4.57 kmn. Following the climb, straight sad level, nonaccelerating flight is maintained for the

4-2
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completion of the trajectory. The a,,e is 1.7 m2, RGPO starts after 35 and 65 s, and the '4
SOJ is within 2 degrees of the target LOS from 5 to 12 s and 118 to 122 s.

Targets 5 and 6 are shown in Figures 4.5 and 4.6 and represent fighter/attack aircraft.
Target 5 is initialized in a thrusting acceleration at an altitude of 1.5 km. After a period
of 30 a, a 5-g turn is performed while maintaining full throttle. This turn is followed 20 .

later by a 7-g turn. Following the second turn, straight and level, nonaccelerating flight is

performed for 30 s, upon which a 6-g turn is pertormed concurrently with a pitch up and a
climb. After an altitude of 4.45 km is reached, straight and level, nonaccelerating flight is
flown for the completion of the trajectory. The a,.. is 1.2 m2 ; RGPO starts after 5, 25, and

52 s; and the SOJ is within 2 degrees of the target LOS from 75 to 83 a. Target 6 starts at I *
a speed of 426 m/s and an altitude of 1.55 km. Constant speed and course are maintained
for a period of 30 s upon which a 7-g turn is performed. The new course is maintained for

another 30 s. A 6-g turn is performed while the throttle is reduced and the aircraft is nosed

over in order to decrease altitude. After a final altitude of 0.79 km is obtained along with a
time span of 30 s, another 6-g turn and full throttle is commanded. After approximately 30
s, a 7-g turn is performed; upon completion of the turn, straight and level, nonaccelerating

flight is maintained for the completion of the trajectory. The o,,, is 1.9 m2; RGPO starts I
after 15, 75, and 102 s; and the SOJ is within 2 degrees of the target LOS from 69 to 76 s * 0
and 98 to 126 s.
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CHAPTER 5

TRACKING ALGORITHM

Figure 5.1 shows the input and output of the tracking algorithm. At any revisit time,
as many as five dwells of any combination of waveforms in Table 2.2 can be requested by 0
the tracking algorithm. The collection of dwells requested at a given time by the tracking
algorithm will be referred to as a dwell set. The tracking algorithm routine will receive
for each dwell in the requested set the Rk, rk, rt, and rk for each range bin in the range

gate, with Wk above the commanded SNR threshold R". Each quantity is provided to the

tracking algorifa.hm in a matrix where columns 1 through 5 correspond to dwells 1 through
5 of the requested set, respectively. Also, indicators of coherent/noncoherent detections

(not used in this benchmark problem) and the waveforms used in the previous radar dwells

are given to the tracking algorithm. Since the first detection occurs on a search dwell, the I *
tracking algorithm will be required to initialize the track from a measurement of range, and

the bearing and elevation angles of the beam during the detection (i.e., no monopulse error

correction in the first measurement). The time for the next measurement and the pointing

commands in range f,, bearing 1,, and elevation i, are computed by the tracking algorithm.
The tracking (and radar management) algorithm also requests the type of dwell (i.e., search,

track, or passive) and selects a waveform (i.e., pulse length) for active dwells from Table 2.2.

!1 -1
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tN, WtN rk, rk, r&, 31, C tk-h, Xk-Il,-, A-lk-1, ;, Ik, ik

th Time of previous dwell setA

-- Observed SNRs on dwellsa t tk

rT - Ramge measurements at ti
r4, r! Monopulse ratios in elevation and bearing at ti

= SNR detection threshold for dwell set at t-

A- Indicators of noncoherent detections (i.e., Ck =1) * O

4 Commnaded time for next dwell set
ktjlbkl~el Ra=P e, bearing, and elevation for beam pointing

control for dwell set at tk+,

Dk+I Radar dwell type indicator (i.e., search)
Wk+! Waveform selection at tj+1

RIh -- SNR detection threshold for dwell set at tk+1

X111, P111 = Mean and error covariance fur target stae
estimate at time tk based on measurements
through tk

Figure 5.1 Input and Output of the Tracking Algorithm
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CHAPTER 6

CRITERIA FOR EVALUATION OF ALGORITHMS

For evaluation of the tracking algorithms, each algorithm shall maintain tracks on the
given trajectories with a maximum track loss of 4% and no indication of the target type or
number. A track is declared lost if the error in the estimated position of the target is greater
than I two-way beamwidth in angle or 1.5 range gates (about 2362 m) in range. Since the
phased array radar will operate in different environments, the primary measure of tracking
performance will be a weighted sum of the average radar energy per second and the average 0
radar time per second. The average energy per second Z.,, is the sum of energy of the track
dwells requested by the tracking algorithm divided by the number seconds of the trajectory.
The radar energy for a given radar dwell is computed by multiplying the transmit power

0 Pt by the effective pulse width -r. The average radar time per second %,e is the sum of I .
radar time of the track dwells requested by the tracking algorithm divided by the number of
seconds of the trajectory. Each radar dwell requires 0.001 s of radar time. Note that .,Ye
is inversely proportional to the average sample period. The quantities K.. and IT,,. ame
computed for each Monte Carlo experiment. Two cost functions for each target are defined I.-,
as

C, + 17,61,(6.1)

.= T +

where C, corresponds to a period of operation when radar energy is critical, and C2 corre-
sponds to a period of operation when radar time is critical. Note that the objective is to
minimize one of the two cost functions upon request. However, C, and C2 should be corn-
puted for each target and presented as the results may indicate the particular benefits of a
given algorithm. For a final assessment of algorithm performance, each cost in (6.1) and (6.2)
are to be averaged over all the targets, with the costs from Target I being counted twice.
The algorithm that provides the minimum of both costs by a simple change of the design
parameters will be considered the superior algorithm. Note that the energy and radar time
during initialization should be included because initialization is a portion of the tracking.

6-1
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Table 6.1 Summary of Results

"Target Time Max Man Sample RMSE RMSE Track
No. Lev Accel Den Period Poe Vel C1  C 2  Lost

) (r/,)(m) (m/m) i
1 165 31 29 _

2 1-0 39 so _ n-
3 145 42 38 _ _ _ _

4 185 58 48

5 182 68 70 ..
6 188 70 59

* This average is computed with results of Target I being counted twice.

A secondary measure of algorithm performance is the computer resources required. Each

investigator will present an assessment of the average number of floating point operations

per second that their algorithm will require in final implementation. If the algorithm has

computational requirements that vary over time, an assessment of the peak number of float

point operations per second should also be presented. The average sample periods and Root-

Mean-Square Errors (RMSEs) in the position, velocity, and acceleration estimates should be * *
plotted for illustration of algorithm performance. The results should be reported in a table

as shown in Table 6.1, where the average of the results are to be reported in the last row.

The fourth column indicates the maneuver density which was computed as the percent of

the total time that the target acceleration exceeds 5 m/s2 . The fifth column is the average

sample period, while the sixth and seventh columns are the RMSE in position and velocity,
respectively. The eighth and ninth columns are the costs of (6.1) and (6.2), respectively. The

tenth column is the percentage of tracks that are lost during the Monte Carlo simulation.

*

6-2
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CHAPTER 7

CONCLUDING REMARKS

Whe developing a solution to this benchmark problem, one common tracking algorithm

should be designed and implemented for all six target trajectories. The tracking algorithm

should be designed to address the general specifications of the targets and evaluated with the

six trajectories. While the tracking algorithm can adapt to the trajectory, the adaptation

should be automatic in that no user-defined inputs denote a target type or specific number.

After a table similar to Table 6.1 is completed to summarize the results, the strengths of the

solution should be discussed along with the weaknesses. Note that while the best algorithm

is the one that minimizes the two cost functions of Section 6, the computational resources

required to achieve a given performance are very important when selecting a tracking method

for a radar system. Thus, solutions with various computational requirements are of interest.

Furthermore, this benchmark problem can be used to illustrate the application of different

tracking methods. The computer programs that are enclosed in electronic format allow the

effects of the RGPO and/or the SOJ to be easily removed from the simulation program by

a simple change of the input file, as discussed in Appendix B.

In the development of this benchmark problem, a number of simplifying assumptions

were made in order to limit the scope of the problem and the complexity of the simulation

program. First, the targets were modeled as point targets with RCS fluctuations that were 0

independent of the aspect angle of the target with respect to the radar. In an actual radar

tracking system, the returns from the targets can occupy multiple range bins, glint errors are

common for targets at the closer ranges, and the RCSs of targets can change rapidly when

targets maneuver. Second, the effects of closely spaced targets have not been considered. If 0

two targets are separated by less than a beamwidth in angle and their ranges are not fully

resolved, the returns from the two targets will interfere. In a monopulse tracking system, this

interference can be catastrophic to the tracking. Third, sea-surface induced multipath has

been neglected by considering only targets with altitudes above the region where multipath 0
reflections corrupt the monopulse processing. Fourth, the power of the SOJ has been limited

7-1
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so that it can be defeated with the higher energy waveforms. In an actual system, the SOJ
power could require the averaging of the returns from many dwells or coasting the track,
while both the target and the SOJ are in the mainbeamn. Also, if the SOJ power is sufficiently

high, sidelobe jamming can become a serious issue. Fifth, the potential for a jammer onboard
the target has been ignored. Sixth, the waveform types have been limited to fixed waveforms
with discrete codes. Pulse Doppler and linear Frequency Modulated (FM) waveforms are
commonly used radar waveforms, while adapting the discrete coding of the waveforms may
prove beneficial in the presence of unresolved targets, multipath, or clutter. Seventh, the
effects of background clutter have been neglected. Eighth, track initiation in a cluttered
environment has not been considered. Many of this issues are open research problems to be
considered in the future.

7-2
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APPENDIX A

* 4" DERIVATION OF MONOPULSE PROCESSING EQUATIONS
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While the problem of tracking multiple targets has been studied extensively in recent
years, the issue of finite sensor resolution has been completely ignored in almost all of the
studies [A-I]. Typically, the targets are assumed to be detected with a given probability
of detection in the presence of false alarms and clutter, and the target measurements are
modeled as the true values plus independent Gaussian errors [A-2,A-3]. However, when the
angular position of a target in the presence of a jammer is measured using a monopulse radar,
the Direction-Of-Arrival (DOA) information for the target and jammer are merged into one
measurement. DOA estimation for a target in the presence of a Gaussian noise Standoff
Jammer (SOJ) is considered in this Appendix. First, some background on monopulse systems
and related processing is given along with definitions of the associated notation. Second, the
conditional probability density function (pdf) and related statistical properties of monopulse
measurements of a target in the presence of a Gaussian SOJ are considered. Third, DOA
estimation for an SOJ in the absence of a target is developed. Fourth, the DOA estimation
is developed for a target in the absence of an SOJ. Fifth, DOA estimation for a target in the
presence of a SOJ is developed utilizing the estimates of Jammer-to-Noise Ratio (JNR) and
DOA for the SOJ that can be formed with the measurements in the range gate that do not
include the target.

Background and Definitions

In a typical monopulse radar system, the outputs of the receivers are matched filtered,
and the in-phase and quadrature portions of the sum and difference signals for the merged
measurements of a target and SOJ can be expressed as

S1 = aj cosj + at cos~t + nsi (A.1)

sq = aj sinoj + at sinot + nsq (A.2)
dl = ajjj cos4j +atjbt cOt + ndl (A.3)

dO = aGtlj sin~j + atit sin~t + ndQ (A.4)

where

aj = AGE(0,) (A.5)
at = v'AtGE(Ot)po (A.6)

= (Oj) = DOA of the SOJ (A.7)

7 = G16(-') = DOA of the target (A.8)

S= proportional to the transmitted power

A, = voltage amplitude of the SOJ
At = voltage amplitude of the target backscatter

GEM(O) = sum channel antenna gain at the angle 0
G&(O) = difference channel antenna gain at the angle 0

A-3
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6i = of-boreuight angle of the SOJ
Ot = off-horesight angle of the target

Po = matched filter gain .
= phase of the SOJ signal .4
= phase of the target return signal

n -N(O, aj) nsq N(O, a)ndl -. ~ (0, aj) n• ~ N(0,v.2)
The n$j,nso,nljj, and nflQ are assumed independent. Since the SOJ transmits Gaussian

noise, the amplitude of the SOJ Ai will be Rayleigh with parameter Aj0, while the amplitude
of the target A, will be assumed fixed since oniy one observation of the target amplitude isK

t* assumed to be available. Then the amplitude of the SOJ signal at the radar is given by

f(ailaio) = ao exp - , aio = AjoGr(Oi) (A.9)

;j0  joJ

0.
Letting A and ' denote the measured amplitude and phase of the sum-signal gives

ol = A cos j Q= A sin (A.10)

where -v < 0 _< i. The pdf of A is found by applying the transformation of random 1 0
variables in (A.1O) to the pdf of al and sQ. Since ai is Rayleigh distributed and 4' is
uniformly distributed on (-r, r], 91 and aq are independent, Gaussian random variables for
given values of at and 0j. Thus,

E(8ei01 at o04h (A. 1)
Efaqle] = at sino' (A.12)

where e denotes the parameter set {aio, ij, at,,, q, as, a}. The variances are given by

VARI. 1 1 = VAR.[8jeqIO= aJ + U2 (A.13)

Thus, the pdf of A is given by

A "A2 2

(Are) =a o(aA(aýo + ))-,) exp - A + a A 0 (A.14)
a(200+* C, A O((A.14+ al)

where I0(') is the zero-order modified Bessel function of the first kind.

In order to write the results of later sections in terms of SNR and JNR, let

00 AS0A4 (A.15)

A-4
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where J represents the JNR of the SOJ, I represents the SNR of the target, and R. represents
the observed SNR.

* The DOA measurements of a monopulse radar are typically taken as the in-phase .,
monopulse ratio [A-4]. With . = al + jse and d = di + jdQ, the in-phase and quadra- 7 3
ture monopulse ratios (i.e., measurements) are given by ,'.

d d1 .sj+eoqq ip*j v Re(;)- (A.i6)

8Q 2 , a- (A.17)

Distribution of Monopulse Ratio

Since ai is Rayleigh distributed and Oi is uniformly distributed on (-w, v), the sum and
difference signals are Gaussian distributed given at and Ot. The pdf of the sum and difference

4 signals is defined by the mean X = E[Xle] and covariance P = E[(X - 7)(X - X)TleO,

where X [e d, *sq dQJ]T.-Then

Ft 0C084J1 12 [P1)12 0 0
at - sino p P12 P22 0  0'(A.1

"-|7t cosof 0 0 PH1 0 0 (A.18)
L.ati~ sino1  10 0 P12 P22J

where

P -1 + •2 (A.19)

P12 = O;Ofj (A.20)

P 2 = & (A.21)

The inverse and determinant of P are given by

P- = I " -P12 0 01
-_ 1 P11 0 0 (A.22)

(PI IP22 - PIP [ 0 P22 -P12

' 0 -P2 PH1
PI= (P11P22 - A?2) (A.23)

Then

Px~e1
f(XIO) =4w 2(pI~p2j..p2 -P212) 2 -0

x exp{ - 1 (l-a OO,2+(p i~

A-5
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+ ((d-h cos-j) + (dQ - ati7t sint)2 I
- (l- at cos,)(dI - uth Coe4s)

+ (sq - at sin' )(dQ - at, sin (A.24)

Applying the transformation of random variables in (A.10) and

dO sfyl- - -QyQ =IA cosjO - yqA sino, (A.25)

dQ siyQ + eQy' = gqA cos, + yjA sino (A.26)

gives

f(A,,y4 , yiyQl)-- 4 zllp ) - 2(ejipnP-• )t[(A 2 + a- 2atA cos

-2 2lA Yi, - atAyi coo c + aIAyQ sin c - alAtq, cos c + at 90
P211

+(A2(l + y2 2yjihatA coon + 2yq•tatA sin + 09 )]

where A Ž0, -cc < Yi < +00, -co < yq < +cc, and -v - 01 < c :5, - Oj with c - ,-.

Then *
A

3

f( , , lyQ 42'2(p11p22 -p~

P11 2P+.

A2( (EL - 2 )+• A 6_ 2yq(i_.)_ $in c,

AA3

0

× exp -j - -- A' at - 2ajAcosc

2(Q 2,, )2j
+A,,o (EL_ 1.) a.,sin r (A.28)

A-6
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Using (A.14) to condition the pdf of (A.28) on A gives

f(c, yp, yQIA, O) = x 1CosC4r2( -pll• 2)Jo(oasApj.') exp P11 }o .

exP t2( 19) ( Pu l)COS'e))}1x • -2(•plI22 - 12) (YI - 1 - P o11:.

f - (a-' - q,) a- s ) (A.29)
t 2 (pipn. 2)" (" ...

If at = 0, integrating (A.29) with respect to e gives

f(uz, yQIA, 0, at 0) = Ar1, - epit (s1 22 -R_2

2wpin- 2) expi 2(piip22 P- 2
= f(yIA, O)f•(QIA, e) (A.30)

where

!(yQ IA, 0) , A2pI1P ! - 1 Tro J +

00

and N(z, y) denotes the Gaussian distribution with mean z and variance y. Thus, for the
SOJ in the absence of the target, yj and iyQ are conditionally independent, Gaussian random
variables given A.

"If both targets are on the antenna boresight (i.e., 'i = 'is = 0), (A.29) becomes

f (yl, yQIA, e, i7 ' -- = 0) =--(yllA, 0, ?3 = qt = O)f(yQIA,0,'i = 7 -- 0) (A.33)

where

f(IJIA,O,i7i = •= = 0) = N(0, -) (A.34)

f(yQIA,O,i7i = qt= 0) = N ,(0, -') (A.35)

Thus, yl and yQ are conditionally independent Gaussian given A when ,j = qi, = 0. However,
in general (i.e., ij, # 0 or ith 9 0 and at 0 0) f(yl, yQIA, 0) has a difficult form for computing 0
the moments directly. Thus, the joint characteristic function [A-51 is used and given by

" #(WI,,,) - jexp~Li lyl +jwvyQJf(e,v ,yJqA, E) dy! yQ de

A2P11 T de exp[2tAACO]
42Ir(N 22 - p2I2)Io(aIAp-'I) eJp I c P11

A-7
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LOD~ rI. 2(pup22- 712 )( P21 (P1,)a A )}~
x Ij- - r- P11t i

ex p W sQ 2  o ,/ }
102p p22-pe -(w+ 2 ) +P jiA

_._ -_ ((P•1-P22A2) (W2 + ,)+ ., "2

=WIo(cuApj') 2pIAx P,

/_ (Ito....7)21sin e de

JaAPj1 1 ~ P11  A P11 A4
S•, I(• •(A2Pn1 -jw1(p•2pj- •,/)- W,(P12Pl - (A.36)•,

The marginal characteristic functions of yj and y• are then given by

P22 -( A12)

= exp -((P __ I 2) .+1 =P
(") =(0,) = lo(cttf) 1 2p 1A2  1 +f • _

IoOczgrp11 I. 2P 1 1A ~2

x 1 atV Ap I -j (p, 2 (Apr 2- & (P2i'-,))A.

which shows that yj and 5IQ are not Gaussian random variables if at # 0 and ti # P12P11
1*.

* However, since @ow)is real for all w2, the pdf of yQ is symmetrical about zero, which 0.
gives E[IVIA, (] = 0. Furthermore, since for aW #20 and # P12P(A 1 ,

y sand tyq are not in general independent random variables. Setting a• = jwil and •2 -- 0w
in (A.36) gives the joint moment generating function as

1 P 0) e -P ? ), 2 - 2 1 ,

11 P11

~ o( U~Ii~a*- (P12pi' - q)O)12 +4P1j - Fit) ) ) (A.37)0

The form of (A.40) sugLgests the use of joint cumulants for the computation of moments of

yj and YQ" The joint cumulants [A-.5] are given by

*fq" 00,402 My-0-W

x 10 a 1,•.)j lll0,, 0 (A.41)

A-8
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where

1) ( IIP2 P221'91 '9
-n[oaApjj- + 2Pi~ ~)(1 9) + 1a

*2A p I P11

+ [1 - (Px2PI - + (P2P• - )2)] (A.42)

The first-order moments or expected values of yj and yQ are given by

o°( a2

- .- a,-U- 2 t,'? (A.43)+ - lloyIA I o+ s)- = );e ±1j(ta2 .....

EjyQIA, 01 = Aoi 0 (A.44) 0
where

110(z) = (z) (A.45)

with I,(-) denoting the first-order modified Bessel function of the first kind. The second 0
central moments of yi and yq are given by

2 r 2 2 2  2

VAad Q0A,9]- [ Or+ 2

VARJQIA, =j V at+2 2 ~2 1_

+ (a[ o + u.sj-y-_:( + as2)-') - Ijo(ag A(acj+o (A.47)

"5 a ", 0 -r,'COV[usvQIA, 01 0 (A.48)

where VAR[Ijj-] denotes the variance of V1, and COV[yI,vqIJ. denotes the covariance of yj 0
and VQ. While VI and yQ are not independent, (A.48) indicates that the random variables
are conditionally uncorrelated. Thus, any statistical processing of yi and yQ that is based
on the first two moments can be accomplished independently. Further analysix that includes
the third- and fourth-order marginal cumulants of yq and yq, and the kurtosis as conducted
in (A-6] for the cae of a single fixed-amplitude target will indicate that yi and yc can be
closely approximated as independent, Gaussian random variables.

DOA Estimation for SOJ in the Absence of a Target

Since the energy of the SOJ enters into all of the bins of the range gate, all of the bins
can be used to estimate the DOA of the SOJ. Setting at = 0 in (A.14) and applying the

A-9
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transformation of (A.15) in (A.14) gives the distribution of the observed Signal-to-Noise
Ratio (SNR) of each range bin for measurements of the SOJ as

f(R*IJ) = T 1 exp [j' 1o 0 (A4.49) .

For N samples or range bins, the Maximum Likelihood (ML) estimate of J is given by

=Y - 1 (A.50)

where L".
NI1 (A.51) " " '

with Ri denoting the observed SNR for bin i. The estimate J is unbiased with variance
give by VAR[IJ (J + 1)2 

(A.52)
N

Since yli and yI( are Gaussian distributed, the ML estimate of pl, the mean of yi, is
given for N range bins by

N 3 N

= [~.I R~ivi, (A.53)

where ,,i and yjr denote the observed SNR and in-phase monopulse ratio for bin i. Thus,
the estimate PI is a "power" weighted sum of the N monopulse ratios. Since each yj, is 0 0
a Gaussian random variable, •j is the minimum variance estimate of 91 and a Gaussiau
random variable, with variance given by

N

2 P (A.54)

where

Lo+ J+1 (A.55

Using the Method of Moments [A-7] estimation and Ij to estimate ,/, gives

[I= + Y, d> 3 dB (A.56)

where JNR has been replaced by its ML estimate since the JNR is typically unknown. Note
that J = J is a appropriate for N > 8.

Using the mean of yj in (A.31) to form an estimate of p gives an estimate of the variance
L7,2 as

4& &2 N I

*I #'g&Q 29[~ j (A.57)
i-il

A-1O
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where

[ + + J t> 3 dB (A.58) ".4
Using the resulting j•, an estimate of o•., the variance the monopulse ratios of bin i, can be. i.
computed using the N bins according

&2, =(A.59)

Using (A.56) and (A.57) gives an estimate of the variance associated with •, as

[1 - I [ ! ,3 dB (A.60)

DOA Estimation for Target in the Absence of an SOJ

When a single pulse is used to form a monopulse ratio for DOA estimation, the target
amplitude can be treated as fixed and the phase is uniformly distributed in the interval
(-ic, i. The target amplitude is observed through the measured amplitude of the sum-signal,
where the pdf of A is found by setting ai = 0 in (A.14). Applying the transformations of
(A.15) in the pdf gives * *

f(RoItR) = Io(2 V/',I) exp{ - (Ro + R)), R. Ž 0 (A.61)

Then the ML estimate of R based on a single pulse satisfies

110 (2 N'* (A.62)

where I110(x) is defined in (A.45).

The conditional pdf of the yj,y1, and e is found by setting p12 = 0 in (A.29) to obtain

A2 exp aAor2 cos • A2

f (e, yI,yQ IA, 8) -x aA,2Co61, A2 a
41r 2qJ2o(ajAaj2) i;7Y jjCoo L(

e 1 = - 2 B(

Since the location of the pdf of yQ is independent of 17 (i.e., E[yIQA, e) = 0), a single
observation of yQ provides essentially no information concerning the value of Rt. Note that
while (A.47) shows that the variance of yQ depends on •g, single-pulse estimation of the
variance is not considered viable. Noting that the ML value of YQ is zero and using yq = 0

A-il
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in (A.63) gives c 0. Thus, the ML estimate of f?, for a known target amplitude at is given
by

A7 Y] (A.64)

Comparing (A.64) and (A.43) with o0 = 0 clearly indicates that (A.64) gives a biased 0
estimate of f/s. While an unbiased estimate of ir/ can be computed with (A.43), the estimate
will not be ML. Using Of and r0io = 0 in (A.46) and (A.47) gives an estimate of the variance
of yq and yQ as

&2 d vY2 - 1J2 10(atAaj2) - -ý!-J1Ilo(Q~

2 4ad +2Ld2r§t. - 1j2VR*) (A.65)

2 ~Ei 0 S5 ~ co 2) d± ! +21dJIi(VI (A.66)
& = +Y ÷ Ao = _4

Using (A.65) and (A.66) gives an estimate of the variance of Of for a known target amplitude 0
as & =- Ao•- 2 • -- R•2- , which is required for tracking with a Kalman filter or
Interacting Multiple Model (IMM) algorithm [A-2].

When the target amplitude is unknown to the signal processor, a ML estimate of the target
amplitude will be used along with the monopulse ratio to estimate the DOA. Since the target
amplitude is observed through the sum-signal, the estimation of the target amplitude will
be decoupled from the monopulse processing. Given an observed SNR R., (A.62) gives the
ML estimate of R. Note that R. is a biased observation of R. An approximate ML estimate
is given by

-_ [ .+0 ] , W. 3 dB (A.67)

where the maximum percent error is 5 percent at R. = 3 dB. The limitation of R. 2! 3 dB
is not a particular problem since the detection threshold is often greater than 7 dB and a
single observation with a smaller amplitude provides essentially no error reduction relative 0
to the beamnwidth of the sum pattern. Thus, using R for R in (A.64) gives an approximately
ML estimate of qg for a monopulse measurement of target with unknown amplitude as

+•, as2]l= 1' +-L]• yj , It. > 3dB (.A.68)

While (A.68) provides a biased estimate of t€/, the bias will be less than that provided by
standard monopulse ratio. A nearly unbiased estimate can be computed by using (A.62) and
(A.67) in (A.43) with aio = 0, but the estimate will not be ML. Under the ML conditions
of (A.62) 2

2A4  . - I go(aA .s) - •-,Ilo(atAo.j 2) (A.69)
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Using (A.69) in (A.65) and (A.62) in (A.66) with R * gives estimates of the variances of
yj and yQ as

2 4
-2 = + 013" + R, > 3 dB (A.70)

61 4A + - • + 2y2 , it. > 3 dB (A.71) /,:!
V4

Note that &V2 differs significantly from that reported in [A-4], which is restricted to high
SNRs. Monte Carlo simulation studies have been conducted for various values of R and ilt
to amess the vaidity of (A.70) for estimating the variances of the corresponding monopulse
ratio.. For each experiment the amplitude was restricted so that R. > 3 01b and ol fi ,
and yj and yq were normalized by the corresponding standard deviation of (A.70) before
computing the sample standard deviation. The simulation results indici Led that the variance
estimate of y, is valid for 3 _< R _5 12 dB with JIjj < 2 and for R > 15 dB with iqj, < 3.
Note that the variance given in [A-4] was found valid for R> 12 dB and Ii/tI < 0.25. The
results for yq indicated that& &@ is valid for 3 < R <_ 9 dB withI < 1 and R _ 12 dB with
ljl < 3.

Using (A.68) and (A.70) gives an estimate of the variance of Ot as

&#21 1+• + JA--j=-I ,+ - R••• , •> 3dB (A.72)

which is required for tracking a target with an unknown amplitude. Note that this result
liffers significantly from [A-4] at low to moderate SNRs.

DOA Estimation for Target irt the Presence of a SOJ

When estimating the DOA of a target in the presence of a SOJ, the bins within the
range gate that do not include the target can be used to estimate the J and v: with (A.50)
and (A.56) as discussed above. The estimates of J and tbi will then be used with (A.29) to
estimate the DOA of the target and (A.46) to estimate the associated variance b&.

Applying the transformations of (A.15) to the pdf of (A.14) gives

f(•RlI) - Io (2 V/K11(J + 1)-') exp{ - o }, +. 2 0 (A.73)

(J + 1)

Then the ML estimate of R, based on a single pulse given that J is known, satisfies

-1=J(23F/iR(J + I)-) (A.74)

A-13



•7"-id -1 ii ,ii.

NSWCDD/TR.96/10 A

Given an observed SNR R., (A.74) gives the ML estimate of R given that J is known. An
approximate ML estimate of R is given by

*o R, > 2J+2 (A.75)

Also, under the ML conditions of (A.74), (".iJ1) z:2'7

""":- 2 ~ 1I10(2 v/RR,(J+I)-')- - ll I Xj(VI (+l)-' , R. :> 2J+2 (A.76)"

Considering J and % as known in (A.29) gives a pdf for computing the ML estimate of 0
irh. Since the location of the pdf of yq is independent of qt (i.e., E[(QIA, 0] = 0), a single
observation of yQ provides essentially no information concerning the value of j'h. Note that
while (A.47) shows that the variance of yq depends on irj, single-pulse estimation of the
variance is not considered viable. Noting that the ML value of yQ is zero and using yQ = 0
in (A.29) gives e = 0. Thus, the ML estimate of i"t in the presence of a SOJ for a known
target amplitude &I is given by

= A + (A.77)

When the target amplitude is unknown, using (A.75) in (A.77) gives

J? + J1+ 2 R Y][,/ J ] .>2J+2 (A.78)

Note that only the mean of the monopulse ratio for the SOJ appears in (A.78). Using M
range bins that do not include the target return to estimate J and the mean of the monopulse
ratio for the SOJ gives

i 3 1• r3 11 'I fi 1 +--o l•! [•oy , o> 2 + 2 (A.79)
=[+ YR, N- [ Yi1.

where

I=F . ,- (A.80)

J-I+

with yli and Roi denoting the monopulse ratio and observed SNR for bin i that does not
*I include the target return, and yj and R. denoting the monopulse ratio and observed SNR

for the range bin that includes the target detection.
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If J and % are treated as known in (A.78), then the variance of jjIj3 can be related to the
lj variance of yj, which is given by (A.46). Using the approximation of (A.76) in (A.46) and

(A.77) in (A.46) and treating J and /i as known in (A.78) gives an estimate of the variance
of Otu as

* a2  1 11 + ++ V +( + W) (. > R 2J +2 (A.82)

Using M range bins that do not include the target return to estimate J and qj gives

2 
+ l + ,

where v and Y are given by (A.80) a%,d 10 ).

Eq. (A.79) provides an estimate of the DOA of a target in the presence of an SOJ and
(A.83) provides an estimate of the variance associated with the DOA estimate. However,
note that q, and J have been used as known quantities. Then a sufficiently large number of
range bins should be used to estimate J and %,. A reasonable criteria for M is MJ > 18 dB.
For example, an SOJ with J f 6 dB would require about 16 range bins.

1A
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APPENDIX B

DOCUMENTATION OF SIMULATION PROGRAM
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A simulation te"tbed for the Benchmark Problem has been developed by G. A. Watson.
The simulation is written in MATLAB for version 4.0. A copy of the simulation code has
been provided with this report on computer diskette. A brief explanation of each function of

the simulation program is given below.

2. avrg-id. a3 calculates average track filter output values.

3. beavdth2 .a calculates the bearing and elevation beamwidths for the given radar model.

4. buf cl .3 clears the buffer when displaying the status report.

*5. clespace .3 clears the screen and prints blank lines.0

6. comm2am -gates passive dwell measurements.

7. comma~n. agates track and search dwell measurements.

*8. coord .3 converts positions, velocities, and accelerations in Cartesian coordinates to the
corresponding spherical coordinate values.

* 9. correir .a constructs a correlated measurement error covariance matrix.

* 9 10. covpict .a plots the diagonal elements of the error covariance for a Cartesian track
filter.

11. cvaos96 .a is the primary function for testhed simulation.

o 12. cvtilt 10- is the tracking routine.

13. fscv a creates the constant velocity state transition matrix.

14. Tindq.m creates the process noise covariance matrix.

15. f indra -a creates an uncorrelated measurement error covarianice for a range, bearing,
and elevation measurement vector.

16. gat.da..a performs the measurement update for an angle only track filter.

S.'17. gat&.do, performs the measurement update for a track filter using track and search
dwell measurements.

18. cv.a creates the constant velocity process error matrix.

19. hevala.a converts the predicted state estimate from Cartesian to spherical coordinates.

B-3
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20. bprcalca.m calculates the H matrix for an extended K~alman track filter for threeA
coordinates.I

21. initmpor.* calculates the initial state estimate using a least-square technique for
Cartesian coordinates.

22. initibe .a calculates the initial state estimate using a least-squares technique for angle-
only tracking.

23. ldcvaes6. a is the default load-in file for cvaes96.

24. sakevoct .a makes a vector of uniform random numbers.

*25. zakvect2. .a makes a vector of normal random numbers.

26. pointcv.a determines where to point the radar for the next dwell using a constant
velocity model.

* 27. radmod4a. a3is the radar model.

28. raadeca.is determines random intervals of ROPO.

29. ruseplot .3 plots the Root-Mean-Square- Error (RMSE) of a Cartesian track filter.

30. rms .""d. calculates the average RMSE. •

31. uipnaper. .acalculates the initial error covariance matrix using a least-squares technique
for Cartesian coordinates.

*32. s ipcobe. a calculates the initial error covariance matrix using a learnt-squares technique
for angle only tracking.

33. space.. prints blank fines.

.' 34. - td-,. o . a plots the standard deviations of the error covariance for position, velocity,
and acceleration for Cartesian track filters.

35. timer.. displays how long a simulation will last.

36. thiamup. a is the time update for a track filter.f e

37. trakerr2. a determines whether the estimation error is above some specified threshold.

38. voltpat2p.a computes the radar voltage pattern.

39. zconvert a convert the radar measurements to Cartesian coordinates.

B-4
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Six target trajectories have been provided, The targets are targeti, targot2, tar-
get3, targot4, tazrgt and targat6 and are explained in Chapter 4. There is also a
StaadOff Jammer (SOJ) trajectory called Jamýer. The target trajectories are generated
with a 20 Hz data rate and have the form:

where t is the trajectory time, rcs.. is the average radar cross section of the target, and
I.,. is an indicator of on-board target ECM employed during flight. The SOJ trajectory
does not have rcs.*, and , The state estimates from the target track filter have the form

zkl =41' Yi (B.2)

and the state estimates from the SOJ track filter have the form

X•=•r = [b 6 e ý t]T (B.3)

The target and SOJ state estimates may be saved in the form

X =[ i • p z ~(B.4)

and

Xkgk L b b b Z 4T (B.5)* 4
which includes acceleration estimates if desired. The function that calculates the averages
output values senses the size of the estimate state vector and performs the calculations
accordingly.

The function to run the testbed simulation is cvaos96. It has a default load-in file that
explains each parameter needed for the track filters. Only output arguments are needed to
run cvaes96 when using the load-in file. The filter parameters are set in the load-in file. The
tracking algorithm can also be run using the call-line in cvaos96. This is accomplished by
passing in all the required parameters specified in the load-in file in the proper location in
the call-line. For ease of using the call-line, the parameters are passed to cvaosp6 in the same
manner as the output line of the default load-in file. The advantage of using the call-line is
that a batch job can be run by varying different input parameters.

There are several outputs from cvae#96. If the SOJ is not employed, there will be
outputs only for the target. When the SOJ is used, outputs for both the target and SOJ will
be given. The outputs of cvaesOge are given below.

1. xyz.targ is the target trajectory.

2. zyz.j an is the SOJ trajectory.

3. ave-filt-targ is the average target filtered state estimates.

B-5
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4. ave.tilt jaz is the average SOJ filtered state estimates.

5. ave..me.-targ is the average target RMSE with the first row being position, the second
row velocity, and the third row time. If the state vector has acceleration estimates, the
third row is acceleration and the fourth row time.

6. ave-abs-jan is the average SOJ absolute track error (ATE) with the first row being
bearing, the second row bearing rate, the third row elevation, the fourth row elevation 1J.
rate, and the fifth row time. If accelerations are calculated, the third row is bearing

acceleration, the fourth elevation, the fifth row elevation rate, the sixth row elevation
acceleration, and the seventh row time.

7. ave.cov.targ is the average of the diagonal elements of the target filtered error
covariance.

8. ave.-cov.- a is the average of the diagonal elements of the SOJ filtered error covariance.

9. ave.A.targ is the average target sample period with the first row being the sample
period and the second row time.

10. ave_-Aj U is the average SOJ sample period with the first row being the sample period
and the second row time.

11. ct-targ is the number of occasions each target state was chosen with the first row being 0 0
the frequency and the second row time.

12. ct•-Jan is the number of occasions each SOJ state was chosen with the first row being

the frequency and the second row time.

13. av.itor.-tazg is the average number of target updates per run for all maintained
tracks.

14. av-itAer.j an is the average number of SOJ updates per run for all maintained tracks.

15. v1starg is a matrix specifying when and why target tracks were declared lost. If there
are lost target tracks, the first row is the Monte Carlo iteration, the second specifies
why the track was lost (lack of measurements = 1, tracking error was above = 2), and
the third row is the declaration time.

16. vl-jam is a matrix specifying when and why SOJ tracks were declared lost. If there are
lost SOJ tracks, the first row is the Monte Carlo iteration, the second specifies why the
track was lost (lack of measurements = 1, tracking error was above = 2), and the third
row is the declaration time.

17. porce.targ has two elements with the first being the percentage of target measurements

B-6
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detected and the second the percentage of target measurements within the tracking
gate.

18. perc.jan has two elements with the first being the percentage of SOJ measurements
detected and the second the percentage of SOJ measurements within the tracking gate.

19. ave4.w.targ is the average dwell time, look energy, and power for each target dwell
time.

20. p..rit is a perforinance criteria vector with nine elements and has the form: 1) average
target sample period, 2) average dwell time per dwell, 3) average energy per dwell,
4) average dwell time per track length, 5) average energy per track length, 6) average
dwell time per run, 7) average energy per run, 8) average position error per dwell, and
9) average velocity error per dwell.

The output porc_ arg and percejax are outputs specifically designed for this applica-
tion to provide further performance evaluation of the algorithm. You may wish to add ones
pertinent to your track algorithm. When adaptively sampling the trajectory, the output
matrices will be very large because the same sequence of meusurements will not be chosen
each time. As a result, a running total is kept of how many times each trajectory state was
sampled. Since the output matrices are large, you may want to reduce their size by binning
the outputs over a specified time interval, such as each 0.5 seconds. The output matrices will
contain values if that trajectory state was chosen at least one time for a maintained track. * _
If the state was not chosen, there will be no values in the output matrices corresponding to
that time. The binning is accomplished by averaging the outputs over each specified time
interval as determined by the time values of the output matrix. There may be different num-
bers of outputs in each interval depending on whether or not that state was chosen during
the simulation. You may wish to average all the values in the time interval or do a weighted
average based on the frequency each state in the interval was sampled. This will allow for
the trend to be seen without having to plot each output time.

If you have any question about the programs or how to run them, please feel free to
contact Greg Watson anytime!! Phone: (540) 653-7378, Email: gawatsoonowc.navy.mil. 0
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